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Abstract

Existing abstractive approaches for automatic text sum-
marization have shown low preciseness and coherence in
their generated summaries. In this paper, we present a spe-
cial fine-tuning process for text generators like BART with
the FAD, the Feature Alignment Discriminator. We propose
that with the token replacement detecting mechanism in fea-
ture space, the FAD greatly addresses problems of discrete-
ness in adversarial learning for NLP and better captures
the word distribution of the original texts. With extensive
experiments, we find that using the first layer of BART de-
coder as the feature results in better performance. It is also
shown that on the DailyMail/CNN dataset, that our FAD
model outperforms BART base model in by 0.2 perplexity
score and 0.3-0.5% ROUGE score and matches the S.O.T.A
R-Drop model. We claim that the FAD structure has shown
great applicability and can be used for other general text
generation tasks.

1. Problem Description
Text summarization is the process of distilling the most

important information from a text to produce an abridged
version for a particular task and user [16]. It has shown
great potential in improving people’s efficiency at work, as
research reveals that ”summaries as short as 17% of the full
text length speed up decision making twice, with no sig-
nificant degradation in accuracy” [17]. Nowadays with the
textual content of various kinds, e.g. articles, news, social
media, etc. flooding in our life, the automatic text sum-
marization task in natural language processing is becoming
more and more important.

In our work we focused on the abstractive summariza-
tion. Compared to the extractive method, the other main-
stream text summarization approach which works by se-
lecting salient information from the text and combining
them, the abstractive summarization method aims to gener-
ate summaries based on high-level understanding text and

with different wording [18]. Given that the abstractive
method is more similar to humans’ way of thinking that
consists of comprehension and cohesion, it is the more pop-
ular in nowadays researches and, with the advent of at-
tention mechanism and the powerful pre-trained models, it
have become more approachable and achieved better perfor-
mance especially for corpus of controversial contents [7].

Nevertheless, there are many challenges for abstractive
summarization, and one of them is how to improve the co-
herence and preciseness of the generated summaries. For
better illustration, we provide an example 1, where a piece
of sport news about the Premier League is passed into a
BART-base abstractive summarizer (SOTA model for text
summarization). Although the summary generated covers
the information of reference summary to a great extent (high
ROUGE-Recall), some unimportant factual information is
also included (”Wayne Rooney has scored 12 goals ...” is
included yet this piece of news report is about the injuries
in Manchester United) that makes the summary inconsistent
and imprecise . We argue that this phenomenon is largely
due to the loss used to train the generator that fails to ad-
dress the in-text word dependencies and thus propose an
new architecture FAD (Section 3). After training with FAD,
we managed to achieve higher cohesion in generated sum-
maries, i.e. higher ROUGE-precision/F1 scores compared
to the baseline model (Section 4).

The work contribution of our group project is shown in
table 1.

2. Related Work
Text Summarization with Pre-trained Model. Neu-

ral sequence-to-sequence models with attention mecha-
nism have long been used for abstractive text summariza-
tion tasks [23]. Nowadays with the introduction of pre-
trained language models such as BERT [10] and GPT [24],
text summarization have reached an unprecedented level.
Equipped the knowledge of contexts acquired in encoder
and decoder during pre-training, summaries generated by
the model after fine-turning turn out more precise and in-
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Abstractive Summarizer 

Input Text: Ahead of this weekend's Premier League action, 
Sportsmail will be providing you with all you need to know 
about every fixture, with team news, provisional squads, 
betting odds and Opta stats. Here is all the information 
you need for Manchester United's home clash with Aston 
Villa...  

BART-base Generated Summary: Robin van Persie 
ruled out of Manchester United's clash with Aston 
Villa . Luke Shaw has recovered from a hamstring 
problem, but Chris Smalling is a big doubt due to 
illness . Ron Vlaar could return for Aston Villa after 
shaking off a calf injury . Wayne Rooney has scored 
12 goals against Aston Villa, his joint-highest tally 
against any opponent in Premier League history . 
 

Referenced Summary: Robin van Persie ruled out 
with ankle injury for Manchester United . Chris 
Smalling a doubt but Luke Shaw back from 
hamstring complaint . Ron Vlaar could make 
return to Aston Villa squad following calf 
injury . Joe Cole and Jores Okore have also 
regained fitness for Villans . 

PAD Generated Summary: United host Aston 
Villa at Old Trafford (Saturday 3pm) Robin van 
Persie ruled out with ankle injury . Luke Shaw 
has recovered from a hamstring problem, but 
Chris Smalling is a big doubt due to illness . 
Ron Vlaar could return for Aston Villa after 
shaking off a calf injury . Kieran Richardson 
and Philippe Senderos could still miss out . 

Figure 1. Comparison between summaries generated by bart-
based model/our model/reference. Red highlights indicate unim-
portant factual information, green highlights indicate words that
improve coherence and underlines indicate information matching
the reference.

formative with less repetition [29]. Among these mod-
els, BART [14] is commonly acknowledged as the S.O.T.A
method (BART-R3F [2] achieved best ROUGE-1/2/L scores
of 40.45/20.69/36.56 on Gigaword dataset [20]). BART is
designed for text generation tasks and consists of a bidirec-
tional encoder (Bert) and a autoregressive decoder (GPT).
To further improve the performance of the BART model,
different methods were proposed. For example, MUPPET-

BART [1] proposed pre-finetuning, an additional large-
scale learning stage between language model pre-training
and fine-tuning over massively multi-task dataset. Other
methods, suggesting that the BART does not account for in-
teractions between sentence-level and word-level informa-
tion, include HIBRIDS [6] which takes hierarchical struc-
ture of texts into consideration when calculating the atten-
tion score and Hie-BART [3] that consist of hierarchical en-
coder to capture the sentence-word relations of the text. In
our case we took BART-base as our backbone model given
its fairly good performance (as well as the lack of comput-
ing power for pretraining or pre-finetuing). Instead of de-
signing a better generator, we sought to train a better gener-
ator and turning to the adversarial training.

Adversarial Training in NLP. Despite its great appli-
cability in vision tasks, the adversarial training usually falls
short in natural language generation [5] due to the nature
of discreteness of texts (see 3.4 for more discussions). In
the light of this fact, different methods were proposed, in-
cluding designing new evaluation metrics [5,26], modifying
the maximum-likelihood objective [8]. In 2020, the model
ELECTRA [9] was proposed with a special replaced token
detection method, where before puting into the pre-trained
discriminator, tokens in generated texts are sampled and
used to replace tokens in the ground truth text for falsity de-
tection. Greatly inspired by ELECTRA, we applied the dis-
criminator with replaced token detection mechanism in our
base-line BART generator so as to provide another source
of rectification of the generator. To further solve the issue
of in-text dependency of plain token replacement method,
we choose to used the hidden state of the generator as fea-
tures.

Distribution Adaption as Additional Loss. Previously
when calculating classification or autoregressive loss, peo-
ple neglect all the other logits and only care about the index
with label 1. Some recent works have proposed to better
utilize the other logits by penalize on distribution adaption.
Our work is most similar to [12], where a distribution adap-
tion loss is added to the cross entropy loss and combines
a generative model with a discriminative model. However,
there are two main differences. On one hand, we hope to



obtain a better generative model while they hope to obtain a
better discriminative model. On the other hand, they create
the target distribution in a time-delay manner with replay
buffer, while ours directly use the reference summaries as
target distribution.

2.1. Contribution

Our work has two major contributions:

1. We proposed FAD that achieves S.O.T.A level per-
formance on abstractive summarization and shows
promising future for other text generation tasks. We
proved that feature alignment as a distribution adap-
tion is useful to generate more concise summaries.

2. We break the discrete nature of adversarial networks
in NLP by leveraging the idea that input of a discrim-
inator need not to be words or sentences. Features of
hidden layers also work.

3. Methodology
3.1. Dataset

We use CNN/DailyMail version 3.0 as the dataset. It is
a widely used English dataset containing more than 300k
news articles generated by journalists [19], and version
3.0 supports both abstractive and generative summarization
tasks. Apart from the fact that it highly conforms to our
task, we decide to use this dataset also because it is used by
BART for the abstractive summarization task [14], which
saves us much time to compare our experimental results
with the baseline model BART base.

Each instance in the dataset contains a string for the id
generated by SHA1 hash of the article url, a string for the
news article body, and a string for the summary of the ar-
ticle1. The mean token count for the summaries and news
articles are in Table 2.

Following the pre-processing schema of BART imple-
mented in Fairseq (a sequence modeling toolkit that allows
training custom models) [22], we encode the dataset with
the GPT-2 Byte-Pair Encoding (BPE) [25], which takes in
a set of unique words pre-tokenized by GPT-2 and returns a
subword token list. Then, we binarize the generated data
using the GPT-2 fairseq dictionary. Generated by some
pretrained language models, this data-preprocessing gives
a meaningful word embedding.

3.2. Feature Alignment Discriminator

The diagram of our model can be found in 2. An addi-
tional Bert-like discriminator is attached to the sequence-
to-sequence text generator. Unlike previous methods, we

1For some sampled data instances, see https://huggingface.
co/datasets/viewer/?dataset=cnn_dailymail

Mean Token Count

Summaries 56
News Articles 781

Table 2. CNN/DailyMail dataset average token count
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Figure 2. Our sequential model with a BART summary generator
and a discriminator with BERT backbone

use features in the hidden layer as GAN inputs. More
specifically, we pass the feature of both generated sum-
maries and reference summaries through the same network.
Our goal is to obtain a generator that can align the distribu-
tions of both kinds of summaries.

Here we provided the implementation detail of the for-
ward path of our model (Algorithm 1). For the first stage,
we input the original text x to the BART generator and
get the generated summaries hypo. By directly taking the
matching referenced summary as our target, we calculated
the negative log likelihood loss as LNLL.

For the second stage, we input the reference summaries
to the generator and obtained the first hidden state in the
BART decoder (shapes: Max Token Size × Batch size
× Decoder Hidden State Dimension, where Max Token
Size represents the maximum number of tokens can be
in input x). We then stop the gradient of the label sum-
mary, since in vanilla GAN, the real samples are not passed
through generator. Similar to training the masked language
model and inspired by Electra, here we replace some of
the tokens in the referenced summary with fake ones from
our generated summaries. The replaced tokens are also
first hidden layer features. Random sampling is applied

https://huggingface.co/datasets/viewer/?dataset=cnn_dailymail
https://huggingface.co/datasets/viewer/?dataset=cnn_dailymail


Algorithm 1 model.forward()
Input: x, xref

▷ First stage
hypo← BART(x)
target← xref
LNLL ← nll loss(hypo,target)

▷ Second stage
hx,ref ← BART(xref).detach()
{replace ids} ← random sample(xref.index(), prep)
p(x) = SoftMax(hypo, dim=-1)
{candidate ids} ← (random sample(hypo, p(x)) ==
xref).index()
{replace ids} = {replace ids}\{candidate ids}
hx,ref[{replace ids}]← hx[{replace ids}]
logits← Discriminator(hx,ref)
labels← ones like(logits)
labels[{replace ids}, :]← 0
LD ← BCEWithLogitsLoss(logits, labels)

Ltotal = LNLL + λ2LD

to the xref indices (first two dimensions of the first hid-
den state, representing each token) with uniform probabil-
ity prep as {replace ids}. Following Electra convention,
we exclude those tokens in the generated summary that
are correct, another random sampling is applied for indices
based on the token probability distribution, and the gen-
erated overlapping set {candidate ids} is subtracted from
the {replace ids}. Eventually, the first hidden state of ref-
erence after replacement is passed into the discriminator,
and the loss of discriminator LD is calculated.

The forward() function is called at each iteration and the
gradients are backpropagated to update the parameters of
the model, before the total loss converges.

3.3. Rationality of Discriminator

Compared to BART, the most significant difference in
our model lies in applying a BERT-based discriminator that
takes the last hidden state of BART decoder as the input.
We propose that with the discriminator, the model can better
rectify the word distribution of the generated summary to be
in accordance with the word distribution of the original text,
thus obtaining summaries of higher coherence.

Current text summarization models like BART are
trained based on the Negative Log-Likelihood loss, where
for every position in the generated sequence, we calculate
and penalize the loss merely based on the probability of the
correct (labeled) word token at that position, i.e.

ȳ = softmax(fy) (1)
LNLL(ȳ) = − log(yref ) (2)

From our perspective, this way of defining loss only

maximizes the probability of one certain candidate token,
thus very likely to neglect the overall distribution of words
in the vocabulary, and further have negative impacts on the
coherence of the generated summary. Nevertheless, by in-
troducing the discriminator, we are able to pass the ref-
erenced summary synthesized with fake tokens to a pre-
trained BERT model and obtain an additional D-loss based
on cross-entropy:

LD(hy) = E[log(D(hy,real))] + E[log(1−D(hy,fake))]
(3)

Unlike the maximum likelihood method of BART, GAN
fits a conditional probability p(y|x) directly using a neu-
ral network [11]. On one hand, we use the whole feature
as GAN’s input, so that it is making the overall represen-
tation of generated summaries to approach the reference
summaries instead of just maximizing the likelihood of one
candidate word. On the other hand, due to the self-attention
mechanism of the BERT model in the discriminator, the log-
its (whether each token is fake or not) predicted by the dis-
criminator will also take into account the overall patterns of
the summary. It could implicitly urge the generator to gen-
erate not only based on single words, but also based on the
sentence and paragraph structures. Taking these structures
into account could produce more concise summaries.

On the one hand, as we take the first hidden state of
the generator hy as the input to the discriminator rather
than each separated candidate word, features representing
the whole distribution is passed in. Hence, the gradient
back-propagated to the BART generator would contain the
knowledge of the overall text, thus more likely to train a
generator that emphasizes on the coherence of summariza-
tion.

3.4. Comparison with Previous Text GANs

Due to the discrete nature of text, GANs are rarely ap-
plied in text generation tasks. Considering a language
model using maximum likelihood loss, pred tokens are gen-
erated with an index sampling process:

gen toks = prob[:, target ids]

This process is not differentiable and thus gradient can-
not be backpropagated into the generator. To tackle this
problem, previous methods include: put generation into
a reinforcement learning scenario and add rewards to the
generation task [15, 28], approximating the index sampling
with a smooth function [13], share the wights of discrimina-
tor and generator [9], and only updating the discriminator.
However, reinforcement learning and smooth approxima-
tion methods makes the model structure different from what
used in pretraining, and weight sharing methods discard the
generator and only keep the discriminator.



FAD is a simpler way to break the discrete nature by us-
ing feature alignment. The idea is based on the fact that
inputs from the same distribution would have similar fea-
tures in hidden layers. We can also view the features as a
kind of word embedding with sentence structure awareness.
In FAD gradients from the discriminator can be backpropa-
gated and train a more powerful generator.

4. Experiments

4.1. Dataset Splits

Statistics of the dataset separation is shown in Table 3.
The separation splits datasets into model inputs and targets,
which is the essential pair for seq2seq models, so we set
data statistics according to the initial dataset splits without
modifications. Previous work shows that CNN/DailyMail
dataset has a lower gender bias compared other datasets [4].

Dataset Split Number of Instances in Split

Train 287113
Validation 13368

Test 11490

Table 3. CNN/DailyMail dataset statistics

4.2. Training process

After preprocessing the data, we trained our model on
GreatLakes Server with 2 A40s for around 10 hours (3
epochs). We also trained the fine-tuned the BART base
model as the baseline under the same convergence crite-
rion. The descent of the training NLL loss (obtained ev-
ery 100 iterations) and validation NLL loss (obtained when
each epoch ends) is displayed in Figure 3, where FAD is
our model that uses the last hidden state of the decoder in
the BART generator to generate samples, and FAD-2 is part
of our ablation study that uses the first hidden state.

4.3. Parameter Space & Hyperparameter Tuning

Our model’s parameters are listed in Table 4, 5, whose
size follow the convention of BERT Small and BERT Base
separately [10]. Important hyperparameters are given in Ta-
ble 6. When selecting the replacement ratio, we trained for
one epoch each and compare the decline of their losses. A
large replacement ratio (0.7) works better than a smaller one
(0.4), which probably because we need to replace tokens in
the referenced summary by enough number of fake tokens
from the generated summary. The loss scale is chosen as
λ1/λ2 = 1/50, in order to balance their influences on the
total loss Ltotal = λ1LNLL + λ2LD. Other hyperparame-
ters are borrowed from previous S.O.T.A to save time [14].

Figure 3. Training and validation loss of BART and our sequential
model

Generator (Bart Base)
Parameter Name Value
Vocabulary Size 51200

Encoder Hidden State Dimension 768
Encoder Depth 6

Encoder FFN Dimension 3072
Decoder Hidden State Dimension 768

Decoder Depth 6
Decoder FFN Dimension 768

Max Token Size 1024

Table 4. Parameters of generator

Discriminator (Bert Small)
Parameter Name Value

Encoder Hidden State Dimension 256
Encoder Depth 12

Encoder FFN Dimension 1024
Max Token Size 512

Table 5. Parameters of discriminator

Parameter Name Symbol Value
Learning Rate lr 3× 10−4

Replacement ratio prep 0.7
Regularization Strength α 0.7

Accumulated Gradient Count 16 / GPU
Adam Beta (β1, β2) (0.9, 0.999)

Adam Weight Decay 0.01
Loss scale λ1, λ2 1, 50

Table 6. Important hyperparameters in our model



4.4. Evaluation Metrics

The evaluation metrics we use include the Recall-
Oriented Understudy for Gisting Evaluation (ROUGE)
score and perplexity. ROUGE is a popular set of evalu-
ation metrics in text summarization, which measures the
degree of overlaps between the generated summary and la-
beled summary. ROUGE-1, ROUGE-2, ROUGE-L refers to
overlaps of unigrams, bigrams, and Longest Common Sub-
sequence n-grams, respectively. We choose ROUGE score
as it gives a sense of syntactical matches of the generated
and labeled summary, and it gives both precision and recall
measures instead of BLEU score just giving precisions [21].
The calculation of precision and recall is fairly easy to inter-
pret, as shown in Equations 4 and 5. We also use perplexity
to directly measure the ability of our model to minimize
the objective function. These metrics are consistent with
what BART used to evaluate summarization performance
and model perplexity [14].

P =
# n-grams in both labeled and generated summaries

# n-grams in generated summaries
(4)

R =
# n-grams in both labeled and generated summaries

# n-grams in labeled summaries
(5)

4.5. Results

ROUGE scores and perplexities of all models are shown
in Table 7. We choose BART base as our baseline model.
R-Drop is the current S.O.T.A in abstractive summariza-
tion, which introduces the strategy of regularized dropout to
BART by minimizing the bidirectional KL divergence [27].
In order to figure out the effect of using feature alignment
on our GAN model, we also use the first hidden state (FAD-
2) to replace the last hidden state (FAD) of the decoder in
our BART generator to generate samples (Algorithm 1). In
addition, we test the performance of FAD-2 with R-Drop by
tuning some hyperparameters, as well as the performance of
FAD by replacing Electra small model with Electra base.

Our first model FAD outperforms BART base on preci-
sion by 0.4%-0.6%, and on F1-score by 0.2%-0.3%. Also,
the perplexity of our model decreases by 0.07. Compared to
our initial FAD model, we also observe that using the first
hidden layer (FAD-2) can greatly improve the recall by 0.4-
0.6%, and even slightly outperforms the recall of R-Drop.

5. Discussion

Outcomes shown above indicate that applying a discrim-
inator to the BART generator could improve the overall
text summarization quality. In this section, we will analyze
some samples of summaries, and discuss several compara-
tive experiment results.

5.1. Examples

As displayed in Table 11, we select a few summaries
that are labeled and generated. We notice that BART might
tend to contain redundant sentences, while our model FAD-
2 tends to add related information. However, there are also
cases that the labeled summary is too condensed that both
generated summaries are long and redundant.

5.2. Choice of Feature

Interestingly, we observed that if using last hidden layer
as inputs to discriminator, recalls of FAD decrease by 0.1-
0.3%, but that of using the first hidden layer features in-
crease by 0.3-0.4% compared with our baseline. The rea-
son is somewhat unknown, but this could be the sign that
using the last hidden layer, the generator is trained to em-
phasize more on the overall coherence of the text by re-
ducing unimportant tokens, which would increase the false
negatives. However, using the first hidden layer of the de-
coder in the BART might extract more possible tokens that
could be used in generated summaries, which would lead to
a longer summary and slightly reduce the precision. Preci-
sion difference of FAD and FAD-2 conforms to the guess.

5.3. Discriminator Size

After substituting the Electra small model with the Elec-
tra base model, ROUGE scores and perplexity are approx-
imately the same. The recall and F1-score seem to decline
a little bit, and we guess that it may be due to some ran-
domness during the training. Meanwhile, these results are
indicating that the size of discriminator is not an important
factor for our model performance.

5.4. Strategy for Gradient Stopping during Train-
ing

In the training process, we first pass the original text to
BART generator (step 1 in Figure ), and then the labeled
summary (step 2 in Figure ). Recall in Section 3, our strat-
egy is to perform backward propagation in Step 1 and de-
tach in Step 2. This is the case that both generator and dis-
criminator learn properly and smoothly. On the other hand,
if we do not backward in Step 1 and 2, then weights in the
generator will not be updated. However, the observation
that discriminator loss will go down indicates that the dis-
criminator learns in the expected manner. Furthermore, if
we go backward in both two steps, then the discriminator
loss will go down too fast. This is not as expected, since
it implies that generator kind of learns to distinguish gener-
ated and labeled summary, which ought to be done by dis-
criminator.



ROUGE-1 ROUGE-2 ROUGE-LModels R P F1 R P F1 R P F1 PPL

BART base 49.651% 38.631% 42.349% 22.923% 17.878% 19.558% 45.878% 35.708% 39.140% 5.84
R-Drop 49.778% 39.420% 42.935% 23.214% 18.415% 20.022% 46.051% 36.487% 39.732% 5.58

FAD 49.970% 39.134% 42.833% 23.268% 18.255% 19.947% 46.252% 36.229% 39.653% 5.65
R-Drop+FAD 49.870% 39.415% 42.963% 23.331% 18.470% 20.099% 46.180% 36.523% 39.800% 5.58

Table 7. Comparison of ROUGE performance and perplexity in our models with the baseline and the S.O.T.A.

ROUGE-1 ROUGE-2 ROUGE-LModels R P F1 R P F1 R P F1 PPL

FAD (1) 49.372% 39.229% 42.651% 22.897% 18.230% 19.783% 45.747% 36.362% 39.528% 5.77
FAD (2) 49.970% 39.134% 42.833% 23.268% 18.255% 19.947% 46.252% 36.229% 39.653% 5.65

Table 8. Comparison of ROUGE performance and perplexity in using different hidden features. (1) uses the last hidden layer of the decoder
in generator, while (2) uses the first hidden layer. By default we refer “FAD” to FAD (2) in other tables showing result.

Figure 4. Two steps of forward passes through BART generator in
the training process

6. Conclusion
We introduce FAD, a pre-trained model that uses feature

alignment discriminator to detect replaced tokens in the ab-
stractive text summarization task. Different from Electra,
we use hidden layers of the decoder of the BART generator
to generate samples and feed replaced tokens to the BERT
discriminator. FAD outperforms BART base in ROUGE
measures by 0.3-0.5%, and achieves comparable perfor-
mance to the current S.O.T.A, R-Drop. Future work should
generalize the model to other sequence-to-sequence tasks
than the text summarization.
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Samples Labeled Summary BART Base Generated Summary FAD-2 Generated Summary

1 Robin van Persie ruled out with
ankle injury for Manchester
United . Chris Smalling a doubt
but Luke Shaw back from ham-
string complaint . Ron Vlaar
could make return to Aston Villa
squad following calf injury . Joe
Cole and Jores Okore have also
regained fitness for Villans .

Robin van Persie ruled out of
Manchester United’s clash with
Aston Villa . Luke Shaw has re-
covered from a hamstring prob-
lem, but Chris Smalling is a big
doubt due to illness . Ron
Vlaar could return for Aston
Villa after shaking off a calf
injury . Wayne Rooney has
scored 12 goals against Aston
Villa, his joint-highest tally against
any opponent in Premier League
history .

United host Aston Villa at Old
Trafford (Saturday 3pm) Robin
van Persie ruled out with ankle
injury . Luke Shaw has recov-
ered from a hamstring problem,
but Chris Smalling is a big doubt
due to illness . Ron Vlaar could
return for Aston Villa after shaking
off a calf injury . Kieran Richard-
son and Philippe Senderos could
still miss out .

2 Andrew Getty’s death appears to
be from natural causes, police say,
citing coroner’s early assessment .
In a petition for a restraining order,
Getty had written he had a serious
medical condition. Police say this
is not a criminal matter at this time
.

Andrew Getty, 47, was found on
his side near a bathroom in his
home . He had ”several health is-
sues,” police say . The coroner’s
preliminary assessment is there
was no foul play involved in the
death . Gordon Getty is one of
three living sons of oil baron J.
Paul Getty .

Andrew Getty appears to have
died of natural causes, a police
spokesman says . The coroner’s
preliminary assessment is there
was no foul play involved in the
death . Andrew Getty had ”sev-
eral health issues,” an autopsy will
be conducted . His parents, Ann
and Gordon Getty, released a
statement confirming their son’s
death .

3 Once a super typhoon, Maysak is
now a tropical storm with 70 mph
winds . It could still cause flood-
ing, landslides and other problems
in the Philippines .

tropical storm Maysak is a tropical
storm . It’s expected to make land-
fall Sunday morning on the south-
eastern coast of Isabela province
. Authorities have taken preemp-
tive steps to keep people safe .
The storm is centered 200 miles
southwest of Aurora province as
of 5 p.m. (5 a.m.)

tropical storm Maysak approaches
the Asian island nation . It’s now
classified as a tropical storm,
according to the Philippine na-
tional weather service . It boasts
steady winds of more than 70 mph
(115 kph) and gusts up to 90 mph .
Authorities have taken preemptive
steps to keep people safe .

4 David Lynch says he won’t be
directing new episodes of Twin
Peaks . Showtime ”saddened”
over decision, which involved a
dispute over money .

Film director David Lynch has
confirmed he will no longer direct
the revival of ”Twin Peaks” The
offbeat TV series featured a quirky
FBI agent who went to the Pacific
Northwest town of Twin Peaks to
investigate the mysterious murder
of a high school girl . Show-
time Network, which will air the
nine-episode comeback, released a
statement saying they were ”sad-
dened” by the decision .

David Lynch has confirmed he
will no longer direct the revival
of ”Twin Peaks” The offbeat TV
series was set to return in 2016 .
Lynch broke the news in a series
of tweets, saying the show’s third
season will continue without him
. Showtime Network released a
statement saying they were ”sad-
dened” by Lynch’s decision .

Table 10. Examples of some generated summaries and labelled summaries. Based on our understanding, the sentence stroked out contains
long and redundant information, and the bold text contains useful and concentrate information.



Samples Labeled Summary BART Base Generated Summary FAD-2 Generated Summary

5 Here are six of CNN’s best videos
of the week . Clips include a look
at Mike Tyson’s abandoned man-
sion .

Mike Tyson lived in a gaudy, aban-
doned mansion in Ohio in the
1980s and ’90s . Alisyn Camerota
looked into allegations that yoga
creator Bikram Choudhury sexu-
ally assaulted six former students
. Penn Jillette was part of a panel
speaking to CNN’s Don Lemon
about the controversial Indiana re-
ligious freedom law .

Some of the best videos of the
week include a trip to a for-
mer heavyweight champ’s gaudy,
abandoned mansion . Alisyn
Camerota looks into allegations
that Bikram yoga creator bikram
Choudhury sexually assaulted six
former students . Penn Jillette was
part of a panel speaking to CNN’s
Don Lemon about the controver-
sial Indiana religious freedom law
.

6 The singer had been off the scene
for a while . She says she was
bedridden for months . Lavigne
was sometimes too weak to shower
.

Avril Lavigne has revealed she was
bedridden for five months after
contracting Lyme disease . The
singer believes she was bitten by
a tick last spring . Lavigne is re-
leasing a new single this month to
support the 2015 Special Olympics
. She says being ill was a ”wake-
up call” that has given her a new
perspective .

Avril Lavigne says she was bedrid-
den for five months after contract-
ing Lyme disease . The Canadian
singer believes she was bitten by
a tick last spring . Lavigne is re-
leasing a new single this month to
support the 2015 Special Olympics
. ”I really just want to enjoy life
from here on out,” she says .
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